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The properties of collisional shock waves propagating in uniform plasmas are studied with ion-

kinetic calculations, in both slab and spherical geometry and for the case of one and two ion

species. Despite the presence of an electric field at the shock front—and in contrast to the case

where an interface is initially present [C. Bellei et al., Phys. Plasmas 20, 044702 (2013)]—

essentially no ion reflection at the shock front is observed due to collisions, with a probability of

reflection �10�4 for the cases presented. A kinetic two-ion-species spherical convergent shock is

studied in detail and compared against an average-species calculation, confirming effects of species

separation and differential heating of the ion species at the shock front. The effect of different ion

temperatures on the DT and D3He fusion reactivity is discussed in the fluid limit and is estimated

to be moderately important. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4876614]

I. INTRODUCTION

Current state-of-the-art simulation codes that are used to

design inertial confinement fusion (ICF) experiments on the

National Ignition Facility (NIF) and on the OMEGA facility

assume that the dynamics of an ICF implosion can be well

described by a fluid approximation with a single momentum

equation for the average-ion species and neglecting electric

and magnetic fields.

For a system that is entirely dominated by collisions

(fluid limit), the effects of species diffusion, electric fields,

and kinetic effects (departure from a Maxwellian distribution

function) are certainly negligible. However, several experi-

ments have already shown signatures of this “missing”

physics: from the presence of electric fields during ICF implo-

sions,1,2 to anomalies in the fusion yield in mixtures of D2 and
3He gas3 and in DT gas.4 More recently, standard hydrody-

namic codes have been challenged by experiments designed

to test the codes in the limits of large mean-free-paths.5,6

From a theoretical and simulation point of view, there is also

evidence that more detailed numerical models may be neces-

sary in order to correctly interpret many ICF experiments.7–9

However, so far these efforts have not clearly identified

serious consequences of non-fluid effects in ignition experi-

ments, establishing that the core physics descriptions in cur-

rent ICF codes is essentially intact and captures the key

aspects of an ICF implosion.

Nevertheless, a demonstration of ignition is eagerly

awaited, and prudence dictates understanding these regimes

of physics in detail. In particular, these effects may erode

ignition margins at the 1.5 MJ scale to complicate the path to

an ignition demonstration. Moreover, for ICF to be an eco-

nomically viable source of energy, our uncertainties on the

outcome of ICF experiments must be reduced as much as

possible, i.e., our understanding of the underlying physics

must improve considerably. This leaves room for studies of

basic physics, such as described in this paper, in the hope of

improving significantly the accuracy of our predictions.

The aim of this paper is to study two aspects that are

neglected in standard ICF codes. One aspect is that in a

plasma, shocks have an electric field associated with the

shock front and the ion distribution function may be non-

Maxwellian near the shock front. The other aspect is that for

mixtures of two or more distinct ion species, the dynamics

may not be well described by a single average-ion species

approach. While this work will show that significant ion

reflection at the shock front is excluded, at least for ICF con-

ditions and away from material interfaces, it will also con-

firm (through kinetic calculations) the possibility of

significant species separation during the convergence of

spherical shocks in low density gas fills.

This paper is structured as follows. Section II presents a

series of ion kinetic simulations for a shock propagating in a

uniform plasma and describes the dependence of the shock

width and electrostatic potential as a function of Mach num-

ber. In Sec. III, spherical simulations relevant to ICF implo-

sions are presented, with the intent of comparing an average-

species description against a two-species one. Since these

simulations predict that, in general, different ion species can

have different temperatures on ICF timescales, in Sec. IV,

we discuss how this can affect the fusion yield.

II. KINETIC SHOCKS IN A UNIFORM PLASMA AND
SLAB GEOMETRY

Since the work of Jukes and Shafranov,10,11 it is clear

that shocks traveling in a collisional plasma maintain a self-

consistent electric field at the shock front. In a single compo-

nent plasma, the magnitude of the electrostatic potential

jump across the shock front can be estimated as12,13
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DU � kBT2 lnðq2=q1Þ=e ; (1)

where kB is Boltzmann’s constant, T2 is the temperature

behind the shock, e the electron charge and q2 (q1) is the

density of the shocked (unshocked) plasma. In what follows,

we will refer to the approximation given by Eq. (1) as DU�,
i.e., DU� :¼ kBT2 lnðq2=q1Þ=e.

The presence of an electric field is certainly important in

collisionless plasmas, where one of the clear signatures is the

reflection of ions at the shock front.14 The aim of this section

is to answer the question whether or not electric fields can

significantly affect the structure of a collisional plasma shock

that travels in a uniform plasma. The answer is, as it will

shown shortly, negative.

One way of showing this is to write the fluid equations

for a plasma in steady state, which are appropriate to the

case of a shock wave propagating in a uniform plasma, in

slab geometry. After neglecting the electron momentum flux

due to me � mi and the electron viscosity, the one-

dimensional plasma momentum equation for a single ion

component plasma reads

miniui

dui

dx
þ d

dx
ðpe þ piÞ �

d

dx
li

dui

dx

� �
¼ ðZni � neÞeE ;

(2)

where ni, mi, and ui are, respectively, the ion number density,

mass and velocity; pe and pi are the electron and ion pres-

sures, li is the ion viscosity; Z is the ionization state of the

ion and, finally, the electric field is denoted by the variable E.

After introducing the Debye length, kD, and the ion-ion

mean free path, kii, it can be shown that the term ðZni � neÞeE
can be neglected in Eq. (2), since after writing E
¼ �rpe=ene and using Gauss’ law, one can estimate that at

the shock front ðZni � neÞ=ne � ðkD=kiiÞ2 � 1. The equa-

tions describing the various thermodynamic variables in the

problem (electron and ion velocity, temperature, density) are

then decoupled from Poisson’s equation.15 In other words, in

the limit of small Debye length kD � kii, which is typically

a very good approximation for ICF, the plasma equations for

a steady shock coincide with the hydrodynamic equations for

a fluid. Hence in this scenario, the bulk plasma is not

affected by the presence of an electric field because of

quasi-neutrality.

At the next level of detail we can ask whether or not at

least part of the ion distribution function is affected by the

electric field. As a first step, from the knowledge of the

potential jump DU, the fraction of reflected ions uR can be

easily calculated assuming that collisions are negligible. The

quantity uR is the number of upstream ions with kinetic

energy that, in the shock frame, is smaller than the electro-

static potential energy jump, over the total number of

upstream ions

uR ¼

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ZeDU=mi

p

0

f ðvÞdvðþ1
�1

f ðvÞdv

; (3)

where f(v) is the distribution function of the upstream ions in

the shock frame. Next, we assume that f(v) is given by a

shifted Maxwellian distribution function, f ðvÞ � exp

½�ðv� vshÞ2=2v2
th;1�, with vsh being the shock velocity in the

lab frame and vth;1 ¼ ðkBT1=miÞ1=2
the thermal velocity in

the upstream region. Note that the denominator in Eq. (3)

counts all the ions in the upstream region, including those

directed away from the shock; however, the latter population

of ions only represents a small portion of the total upstream

population, so that uR is only weakly dependent on whether

or not these ions are included in the normalizing function.

The resulting fraction of reflected ions uR can then be

plotted as a function of Mach number, as shown in Fig. 1 for

the case Z¼ 1. As usual, Mach number is defined as the ratio

of the shock speed over the upstream sound speed,

M¼ us=a1. The curves are parametrized with DU ¼ DU� and

DU ¼ 1:5DU�, as in simulations we have observed that the

jump in electrostatic potential across a shock can be up to

�50% higher than given in Eq. (1) (see later). The two

curves show that the reflection could be potentially signifi-

cant and may be observable in simulations, providing a fur-

ther motivation for our study.

The code used for our numerical experiments is the

hybrid particle-in-cell code LSP.16 Appendix A presents a

series of benchmarks of the LSP collision operator, using

both a thermalization problem and a slowing down problem.

This gives us confidence that for our simulations LSP cor-

rectly describes Coulomb interactions among particles, to

within the statistics allowed by our computational resources.

Our simulations show that collisions fundamentally

change the character of the reflection problem. This is clearly

demonstrated in Figs. 2(a) and 2(b), showing the phase-

space for two simulations at M¼ 3.8 and M¼ 7.2: there is

no clear signature of a reflected population of ions in the

regions of the phase-space where they should be visible

(denoted by the red arrows in Fig. 2). To estimate the statisti-

cal significance of this statement, consider that by the time

of the two snapshots shown in Fig. 2, Dt¼ 32 ns and

Dt¼ 34 ns, about 106 simulation particles (all with equal

weights) had crossed the shock front, for both simulations.

Next, we note that the time necessary to reach a steady state

for the reflection mechanism can be considered to be the

slowing down time of a reflected ion in the upstream plasma,

Dts. For the M¼ 3.8 and M¼ 7.2 cases, we estimate

FIG. 1. Fraction of reflected ions uR as a function of Mach number and

assuming Z¼ 1, if collisions are ignored.
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Dts¼ 0.7 ns and Dts¼ 1.7 ns, respectively. Since we could at

most identify only a few reflected particles Nr� 10 at any

given time, we can conclude that ion reflection occurs in our

simulations with a probability smaller than NrDt=
ðDts � 106Þ � 10�4.

The shocks in the simulations were obtained by reflect-

ing a flow of plasma particles against a wall at x¼ 0, a com-

mon technique used in the study of collisionless shocks,14 so

that the component of the momentum in the x direction

changes sign as a particle collides against the wall. The

plasma was composed of a single ion species with mass

mi¼ 2.5 mp and charge state þ1, where mp is the proton

mass. Hence, the ion particles represented an average hDTi
ion species. The ions were treated as a kinetic species with

binary collisions and the neutralizing electrons as a fluid spe-

cies. The plasma was initialized with a velocity directed

against the reflecting wall; the initial velocities, normalized

with respect to the speed of light in vacuo, were set as

b¼ 1� 10�3 for the M¼ 3.8 case and b¼ 2� 10�3 for the

M¼ 7.2 case. The initial ion density was ni¼ 1020 cm�3,

there were 2500 ions/cell and the cell size was set smaller

than the downstream ion-ion mean free path, for each dis-

tinct problem (Dx¼ 20 lm for the case M¼ 3.8 and

Dx¼ 40 lm for the case M¼ 7.2).

That there is no clear signature of ion reflection at the

shock front does not necessarily mean that there are no ki-

netic features in the ion distribution function. Panels c and d

in Fig. 2 show the normalized distribution function of the ion

species at different locations across the shock front. While

the distribution function is symmetrical in the upstream and

downstream regions, as expected, it transitions through a

clearly non-Maxwellian distribution inside the shock. This

could be due not only to the presence of an electric field but

also to classical diffusion at the shock front as well as differ-

ential heating of the upstream ions.

Figure 3 shows the density and electric field profiles cor-

responding to the same simulations of Fig. 2. Two cases are

displayed: one in which the flux limiter was set to f¼ 0.01

(broken lines) and one in which f¼ 0.1 (solid lines). As

expected, when more electron heat flux is allowed to occur

the shock profile presents a clearer density pedestal due

to the electrons leaking ahead of the shock front and heating

the upstream plasma. As this happens the electric field also

changes its shape and shows a clear double-peak structure,

which is already predicted from fluid theory.15

It would be interesting to compare these results against a

fully kinetic calculation, in which also the electrons are

treated as a kinetic species. In this case, the electron heat

conduction would be automatically treated without the need

for a flux limiter. However, this type of simulation would

require significantly more computational power in order to

conserve energy to a high degree (for the problems presented

here, the energy was conserved to better than 99% level) and

is left for future studies.

One of the features of ion-kinetic calculations is that the

shock width is larger than predicted from fluid theory, an ob-

servation already made in Ref. 17 and later confirmed in Ref.

18. In order to compare our kinetic calculations with respect

to fluid theory, we measured the ratio of the shock width

observed in our simulations and compared it against the

downstream ion-ion mean-free-path. In the simulations, we

defined “shock width” as the distance over which the density

increases from �1.2 of its upstream value to �0.9 of its

downstream value. The choice of 1.2 was made in order to

decrease the sensitivity to the value of the flux limiter, since

as previously discussed, a higher value of the flux limiter

FIG. 2. Phase-space of average DT

ions for a M¼ 3.8 (a) and M¼ 7.2

(b) shock propagating from left to right

in a uniform plasma (flux limiter

f¼ 0.01). Figures (c) and (d) show how

the ion distribution function varies

across the shock front (the chosen posi-

tions are also denoted with red broken

lines in the phasespace plots). The

arrows labeled “expected” denote

regions in phase-space where one

would expect to see ions reflected at

the shock front. Snapshots taken at

t¼ 32 ns (a,c) and t¼ 34 ns (b,d) from

the beginning of the simulation.
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corresponds to a more pronounced pedestal in front of the ion

viscous part of the shock (Figure 3). These values of the shock

width were then compared against the fluid predictions

obtained by integrating the equations in Ref. 15 (the equations

within the “imbedded ion shock,” in the words of Jaffrin and

Probstein). The measured values were normalized against the

ion-ion mean free path behind the shock, given by19

kii ¼
3

4
ffiffiffi
p
p T2

i

ðZeÞ4ni ln K
; (4)

where all the relevant quantities are calculated in the down-

stream region of the shock and we used ln K ¼ 23� ln

fZ3ðTi½eV�Þ�3=2ðni½cm�3�Þ1=2g.20

Figure 4(a) presents the result of this analysis, for simu-

lations in which the electron flux limiter was 0.01 and 0.1.

As expected, the ion kinetic calculations (red and blue dots)

are consistently higher than the fluid predictions (black line).

Figure 4(b) shows the variation of the jump in electrostatic

potential vs. Mach number. The estimate DU� is within a

factor 1.5 of the simulation results. The simulations used for

the plots in Fig. 4 include the cases M¼ 3.8 and M¼ 7.2 pre-

viously discussed. The other simulations were obtained by

changing the velocity of the beam directed against the

reflecting wall, while keeping all the other parameters the

same.

The fact that there is no clear ion reflection at the shock

front is not limited to the cases displayed in Figs. 2 and 3.

Indeed, no clear signatures of ion reflection are observed for

other simulations with Mach numbers M¼ 2.2, M¼ 5.4, and

M¼ 10.8 with the same background density.

To make the argument about ion reflection more com-

pelling and generalize the simulation results to different

Mach numbers and background density, we make the follow-

ing consideration. The figure of merit that must be consid-

ered is the ratio of the mean free path of the reflected ions,

over the width of the shock front. At this point, our reasoning

can be cast in the form of a null hypothesis test: if the ion dy-

namics were dominated by the electric field at the shock

front, ions with kinetic energy below the threshold

ð2ZeDU=miÞ1=2
would slow down on the way to their respec-

tive turning point distance, and then be accelerated back

FIG. 3. Number density, electron tem-

perature (insets), and electric field

plots for M¼ 3.8 (a,c) and M¼ 7.2

(b,d) and for two different values of

the flux limiter (f¼ 0.01 and f¼ 0.1).

The shocks are propagating from left

to right. Snapshots taken at t¼ 32 ns

(a,c) and t¼ 34 ns (b,d) from the be-

ginning of the simulation.

FIG. 4. Dependence of the normalized

shock width (a) and electrostatic

potential (b) with Mach number.

Upstream number density: nhDTi ¼ ne

¼ 1021 cm�3; upstream temperature:

ThDTi ¼ Te ¼ 100 eV. The black line is

obtained from the fluid theory devel-

oped in Ref. 15. The lines connecting

the simulation points in blue and red

serve as a guide for the eye.
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towards the upstream region. However, we will show that in

this circumstance, ions would undergo so many collisions to

invalidate the original hypothesis that the electric field domi-

nates the ion dynamics.

It is important to stress that by no means are the ion tra-

jectories expected to follow the above description, the one

depicted as a sketch in Fig. 5. In this sense our treatment

should just be seen as illustrative, serving the point of under-

standing the importance of collisions for this problem.

In order to estimate how many collisions the potentially

reflected ions will undergo while reflected at the shock front,

we use the slowing down formula for “slow” ions,

vi < ðkBTi=miÞ1=2 � ðkBTe=meÞ1=2
, for which the slowing

down frequency �s is approximately independent of the ini-

tial ion velocity20,21

�s �
16

ffiffiffiffiffiffi
2p
p
ðZeÞ4ni ln K

3m
1=2
i T

3=2
i

: (5)

This choice is justified by the fact that reflection is most

likely to occur at low Mach numbers (Fig. 1). Particularly in

this low Mach number regime, the difference in velocity Dv
between the most energetic upstream reflected ions and the

downstream bulk plasma is Dv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ZeDU=mi

p
� v2 � 1.

To calculate the (field-free) ion mean-free-path, km:f:p:,

we use the equation dvi=dt ¼ ��s vi, from which km:f:p:

¼ limt!1 xiðtÞ ¼ v=�s, where v is the initial ion velocity.

Denoting with Dxt.p. the turning point distance, the probabil-

ity that potentially reflected ions do not collide at the shock

front (where there is an electric field) before reaching the

turning point can then be estimated as

Pðno-collisionÞ ¼ max 0; 1� Dxt:p:

km:f:p:

� �
: (6)

The quantity Dxt.p. can be calculated by equating the electro-

static potential energy with the ion kinetic energy,

ZeDUt:p: ¼ 1=2miv2 and then, assuming for simplicity that

the potential increases linearly within the shock front

Dxt:p: �
DUt:p:

DU
Dxs ¼

miv2

2ZDU
Dxs �

ðv=vth;1Þ2

2Z T2=T1 ln ðq2=q1Þ
Dxs ;

(7)

where the last equality was obtained using Eq. (1) (i.e.,

assuming DU � DU�). In Eq. (7), Dxs is the shock width,

vth,1 is the upstream ion thermal velocity and T2=T1, q2=q1

are the ratios of post- and pre-shock temperatures and den-

sities; from the Rankine-Hugoniot relations, they are only a

function of the Mach number of the shock.

The quantity Dxs is a multiple l of the ion-ion mean free

path in the shocked region, Dxs ¼ lkii, where l> 1 (Fig.

4(a)). Using km:f:p: ¼ v=�s, post-shock expressions for Eqs. (4)

and (5), and also using Eq. (7), Eq. (6) can be rewritten as

Pðno-collisionÞ ¼ max 0; 1� 2
ffiffiffi
2
p

l

ZðT2=T1Þ1=2
lnðq2=q1Þ

v

vth;1

 !
:

(8)

The equation above predicts that ions with higher velocity

are more likely to collide at the shock front, the reason being

that they have to travel a longer distance before being

reflected by the electric field. Moreover, our choice for the

expression of the slowing down frequency is independent of

the initial velocity; other expressions will yield a different

formal dependence on v=vth,1.

At this point Eq. (8) can be used as a “weight” function,

transforming Eq. (3) as

uR ¼

ð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ZeDU=mi

p

0

f ðvÞPðno-collisionÞðvÞdvðþ1
�1

f ðvÞdv

:

The result of this integration, as a function of Mach number,

is presented in Fig. 5. The blue curves are the same as the

ones in Fig. 1, except that the y-axis is now in log scale.

When collisions are included (red curves), the reflected frac-

tion decreases by several orders of magnitude.

In conclusion, these estimates show that collisions signif-

icantly alter the ion dynamics at the shock front, for any

Mach number and, to first order, independently of the back-

ground density. Hence the presence of collisions invalidate

the “collisionless” notion that, in the lab frame, ions reflected

at the shock front gain speeds equal to twice the shock speed.

Different results may be obtained in problems which

involve inhomogeneous plasmas. For example, when the

shock is produced from an initial discontinuity, the ion phase

space resembles the one for a collisionless shock,22 due to

the presence of an electric field at the interface that drives

the acceleration of ions in a kinetic fashion. When a shock

traverses an interface that separates a plasma with two differ-

ent thermodynamic conditions, we also observe strong fea-

tures of a non-Maxwellian ion distribution function that can

lead to significant mixing of ions close to the interface.

III. KINETIC SIMULATIONS OF SPECIES SEPARATION
IN SPHERICAL GEOMETRY

Multi-fluid calculations of ICF implosions in spherical

geometry have been shown in Ref. 8, demonstrating the sepa-

ration of D and T ions as the shock converges towards the

FIG. 5. (Left) Sketch showing the mechanism of ion reflection, if collisions

were negligible. (Right) Estimated fraction of reflected ions uR as a function

of Mach number, without (blue curves) and with (red curves) collisions and

for two different values of the electrostatic potential (DU ¼ DU� and

DU ¼ 1:5DU�).
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center of an ICF capsule. Ion-kinetic calculations of D3He gas

target implosions, using a Vlasov-Fokker-Planck approach,

have also been presented.23

Here we present results in a similar context as in Ref. 8,

using a collisional particle-in-cell description of the ion dy-

namics and assuming, as before, fluid electrons. The objec-

tive is to compare results between an average-ion-species

and a multi-ion-species description. Our kinetic results con-

firm the possibility of separation of D and T ions in the gas,

during ICF implosions, in agreement with our earlier results

using a multi-fluid approach.

In order to compare the average-ion-species and two-ion-

species calculations, the initial mass density and number den-

sity were kept the same, qh12i ¼ q1 þ q2 and nh12i ¼ n1 þ n2,

where the subscript h12i refers to the average species. The

mass of the average species must then be chosen as

mh12i ¼ a1m1 þ a2m2 ; (9)

where a1,2 represent the concentrations of the two species,

ai ¼ ni=
P

j nj.

The simulation to be discussed in this section was

obtained after starting from a 1D spherical HYADES24 simu-

lation of a laser-driven ICF implosion, for conditions achiev-

able at the OMEGA laser facility. The shell was made of

C and D atoms with a thickness of 5.1 lm and a diameter of

880 lm; the atomic fraction of C and D atoms was 41.7:58.3.

The gas fill was assumed to be a 50:50 mixture of D and T

atoms. The initial electron density in the gas region was

ne¼ 2.35� 1019 cm�3, corresponding to a mass density qgas

¼ 0.1 mg/cm3.

The 1D spherical LSP simulation was started by taking

the HYADES data at t0¼ 0.9 ns. At this time, the shock pro-

duced at the plasma ablation front had already entered the gas

region. After this time, the laser driver is over and the rest of

the solution is then evolved with the kinetic calculation. The

LSP simulations were initialized with kinetic average-CD

ions hCDi and either separate kinetic D and T ions or

average-DT ions hDTi, with 5000 particles/cell for each spe-

cies. As before, the electrons were assumed to be a fluid spe-

cies. The charge state for the hCDi species was þ3, while the

D, T and hDTi species had a charge state of þ1. An ideal

equation of state was used to close the system of equations

and a flux limit f¼ 0.06 was used throughout the simulation

domain. Using Eq. (9), the average masses were chosen as

mhDTi ¼ ðmD þ mTÞ=2 and mhCDi ¼ 0:42 mC þ 0:58 mD.

Figure 6 presents the results at two snapshots of the

particle-in-cell (PIC) calculation. In the left column, the

shock is about to reach the center at r¼ 0, while in the right

column, the shocks have all reached the center for both cal-

culations (D, T ions and hDTi ions) and the density has

increased by one to two orders of magnitude. Overall, the

number density of the average-species calculation (black

curves in Figs. 6(a) and 6(b) appears to be close to the sum

of the densities of the D and T ions (green curves in Figs.

6(a) and 6(b)), nhDTi � nD þ nT . However, the time of arrival

of the hDTi species at r¼ 0 is later than the D species (by

about 50 ps) and earlier than the T species (by 50 to 100 ps).

It is also interesting to note how the hDTi ion temperature

lies in between the D and T temperatures.

As noted before,8 since in a two-species calculation the

D and T ions are out of phase around shock flash in terms of

timing of both peak densities and temperatures, there should

be a signature of species separation in the fusion burn his-

tory. Further work is necessary in order to extend our current

ion-kinetic simulations well past shock flash and understand

these effects in more detail.

FIG. 6. Plots of number density and

temperature at t¼ t0þ 0.18 ns (a,c) and

t¼ t0þ 0.23 ns (b,d), where t0 denotes

the beginning of the LSP simulation.

The kinetic, average-CD ion species is

not shown.
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IV. EFFECT OF DIFFERENTIAL ION TEMPERATURE
ON FUSION YIELD

Multi-fluid calculations are the natural extension of cur-

rent single-fluid calculations for ICF implosions. With a

multi-fluid code, the ion species are allowed to have different

temperatures and Figs. 6(c) and 6(d) demonstrate that this

circumstance is quite plausible during ICF implosions.

Leaving aside the question of whether or not approximating

the distribution function with a Maxwellian is reasonable, an

interesting question is how having different D and T temper-

atures impacts the fusion yield and hence the experimental

observables. As it turns out, it is possible to give a simple

expression for the fusion reactivity, for the case of two

Maxwellian ion distributions with different temperatures.

During the review of this manuscript we were made aware

that this calculation was already done by Brysk in 1973.25

Since our approach to the problem is different and possibly

more transparent, we have added our derivation to Appendix

B for the benefit of the reader.

The important result is that if ions 1 and 2 have tempera-

tures T1 and T2, the fusion reactivity can be simply evaluated

using an effective temperature Teff

Teff ¼
m1T2 þ m2T1

m1 þ m2

: (10)

For DT and D3He mixtures, the effective temperature Teff

and the average temperature Tav ¼ ðT1 þ T2Þ=2 differ by less

than 20% in the range 1–20 keV. However, the ratio of the

fusion reactivity calculated using the effective temperature

and the average temperature, Rhrvi ¼ hrviðTeffÞ=hrviðTavÞ,
can be substantially different from 1 for unequal temperatures

(Fig. 7); hence Eq. (10) should be used in this case.

The quantity Tav can be regarded as a first-order estimate

of the average-species temperature solution for the case of

an equi-molar mixture of D and T ions. Indeed, as a rough

assumption we can assume that the shock speeds for the D

and T ions, in a 2-species calculation, and hDTi ions, in an

average-species calculation, are all the same, vsh.

Immediately behind the shocks, and before the temperatures

have equilibrated to the downstream solution, the kinetic

energy of each species a is transformed into thermal energy,

so that kBTa � mav2
sh=2. This means that for D and T, the

temperature ratio just behind the shock is TT=TD � 3=2.

Further downstream the shock front, the species (including

the electrons) will then equilibrate to the downstream tem-

perature T2. Using this same argument, an average-species

calculation would instead yield a solution kBThDTi � mhDTi
v2

sh=2 ¼ ½ðmD þ mTÞ=2�v2
sh=2 � kBTav immediately behind

the shock, before converging also to T2.

It is instructive to evaluate the fusion reactivity using

Teff and Tav when TT=TD ¼ 3=2 and also T3He=TD ¼ 3=2.

Along this line, plotted in Fig. 7, Rhrvi ¼ 1:06� 1:20 for DT

and Rhrvi ¼ 1:15� 1:30 for D3He, this ratio being larger at

lower temperatures. For reference, in the same figures two

lines at TT=TD ¼ 1 and T3He=TD ¼ 1 are also plotted, for

which Rhrvi ¼ 1:0.

As a practical application, we use the same multi-fluid

calculation shown in Fig. 9(d) of Ref. 8 and evaluate the DT

fusion rate using the coefficients given by Bosch and

Hale.26,27 Note that the fusion burn rate depends on the den-

sity as well, not just the temperature. Figure 8 shows how the

DT fusion rate varies for different choices of the DT temper-

ature. For this specific simulation, using the average temper-

ature gives a fusion rate that is within 5% of the one

calculated using Teff. If the reference temperatures were the

deuteron and triton temperature, TD and TT, the resulting

curves would differ from the blue curve by up to 20%. Note

that in this figure the green broken curve, associated with TD,

is higher than the black broken one, associated with TT, dur-

ing the first peak (shock yield). The reverse happens during

the second peak of the fusion reactivity curve (compression

FIG. 7. Ratio of fusion reactivities

Rhrvi, for the cases of (a) DT mixture

and (b) D3He mixture. The reactivities

are calculated using the coefficients in

Bosch and Hale.26,27

FIG. 8. DT fusion rate vs. time, for the simulation presented in Fig. 9(d) of

Ref. 8. The different curves show the sensitivity of the burn history on the

choice of the reference temperature.
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yield), which is instead associated with the deceleration of

the shell. This is due to the fact that the deuterons arrive first

at the center, so that the D ions are initially hotter than the T

ions; later in time, the T ions are instead the hottest.

It is important to stress that the purpose of Fig. 8 is to

show the sensitivity of the fusion burn rate on the choice of the

reference temperature (the correct one being Teff). The result

of a single-fluid calculation cannot be extrapolated from these

curves. Indeed, Fig. 9(c) of Ref. 8 shows that a single-fluid cal-

culation yields a significantly different burn history.

V. CONCLUSIONS

In this paper we have presented ion-kinetic calculations

of shocks for conditions relevant to ICF studies.

It was shown that a steady shock propagating in a uniform

plasma in slab geometry does not present signatures of ion

reflection at the shock front, due to collisions. The distribution

function across the shock front shows, however, departures

from a Maxwellian distribution function. While the shock

width was shown to be significantly larger than from fluid

theory, the jump in electrostatic potential is well described,

within a factor of 1.5, by the estimate given in Eq. (1).

In spherical geometry and for conditions close to ICF

experiments on OMEGA, ion-kinetic calculations confirm

the possibility of species separation of D and T ions. An

average-species calculation seems to compare favorably

against a two-species calculation, but the different timing of

peak density and temperature in a multi-species calculation

makes the case for continuing investigating these effects for

ignition-relevant experiments.

Since species separation implies also different tempera-

tures for different ion species, some of the implications of

this for fusion burn calculations were addressed. In general,

an effective temperature Teff should be used in multi-fluid

codes, as opposed to a simple average of the temperatures.

Depending on the parameters, this may or may not make a

difference in the interpretation of experimental results.
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APPENDIX A: BENCHMARKS

In this section, we present several benchmarks of the

collision operator implemented in the parallel, hybrid, elec-

tromagnetic simulation code LSP.16 The core plasma physics

of the code is described by a particle-in-cell description of

the species, treated as either kinetic or fluid, which interact

with each other via Coulomb collisions. The collision opera-

tor for the kinetic species is the binary Takizuka-Abe opera-

tor,28 implemented using Nanbu’s algorithm.29 The tests

were made using both a standard thermalization problem and

a slowing down problem.

In all tests presented in this section, the simulations

were initialized with one cell and N particles/species within

the cell. No particle motion was allowed. Moreover, the

same value ln K ¼ 10 was forced for all interactions, in order

to better compare the results with analytic theory.

Regarding the first test, given a Maxwellian population

of ion and electron species at rest and with different initial

temperatures, the species will relax to the same temperature

in a time dictated by collisions among particles. In a fluid

approximation, the temperature of species a should vary

with time as

dTa

dt
¼
X
b6¼a

�abðTb � TaÞ ; (A1)

where the summation is over all the other species b and the

relaxation frequency �ab is given by20

�ab ¼ 1:8� 10�19
ðmambÞ1=2Z2

aZ2
bnb lnðKabÞ

ðmaTb þ mbTaÞ3=2
s�1 :

At first, we performed the same test proposed by Rambo

and Procassini.30 For this test, the mixture is composed of

two kinetic carbon species with charge state þ6, each with

number density nC ¼ 1� 1020cm�3. One of the species is

initialized with a temperature of 1 keV, the other with a tem-

perature of 250 eV. As time progresses, the two species relax

to the same temperature, Fig. 9(a). The time resolution for

this problem was Dt¼ 1 fs and Fig. 9(a) presents two cases

in which the number of particles/species were N¼ 5000 and

N¼ 20 000, with little difference between the two curves.

The results are in fact in good agreement with those of

Ref. 30. The apparent disagreement between the fluid and ki-

netic solution is explained by the fact that the fluid solution

simply cannot capture the slow equilibration of high-energy

particles, as observed in the same reference.30 Good agree-

ment is only expected at early times, as it will be the case for

the slowing down problem.

As a second test, we initialized a thermalization problem

with two ion kinetic species and fluid electrons. The objec-

tive was to be closer to the typical parameters of our simula-

tions. For this test, the ion species were kinetic D and T ions

with initial temperatures of 3 keV and 5 keV, respectively,

and either N¼ 5000 or N¼ 20 000. The fluid electrons

were initialized with a temperature of 1 keV and density

ne ¼ 2� 1020 cm�3. For each simulation, the ion density

was chosen so as to neutralize the electric charge, and

assuming the same number density for both ion species (so

that nD ¼ nT ¼ 1� 1020 cm�3). The time resolution was

Dt¼ 50 ps. Figure 9(b) shows the result of this test. As

before, the kinetic curves are in good agreement with the

fluid results at early times and (obviously) also at late times.

They are not supposed to be in perfect agreement in between

these two limits.
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For the slowing down problem, we compare our sim-

ulations with a reduced model of the Vlasov-Fokker-

Planck equation. We study how a test ion with velocity

ua, charge qa, and mass ma is slowed down in a

Maxwellian plasma composed of ions/electrons with mass

mb and temperature Tb. We solve directly the equation

given by Trubnikov31

dhuai
dt
¼ ��ab

s huai; (A2)

where the operator h	i denotes an average over the distribu-

tion function and, after defining n� ¼ mbv2
a=ð2kBTbÞ, the

slowing down collision frequency is given by

�ab
s ¼

8
ffiffiffi
p
p

q2
aq2

bnb ln Kab

m2
av

3
a

1þ ma

mb

� �ðn�

0

dn n1=2 expð�nÞ :

Equation (A2) is a classic reference in plasma physics and it

is also given by the NRL formulary.20

It is important to understand that this equation neglects

diffusion of the test beam in velocity space, as the test beam

is always assumed to be described by a Dirac function in ve-

locity space. While this is a good assumption at early times,

at later times the spreading of the test beam in velocity space

starts to affect the solution. Hence, the particle-in-cell results

are only expected to agree with Eq. (A2) at early times. For

comparison at later times, the full Vlasov-Fokker-Planck

equation should be solved.

Two test cases are examined, which are both relevant

to our simulations. For both cases, the density of the test

particle beam was set to a negligible value in comparison

to the background density, nT ¼ 108 cm�3, so that the

choice of this parameter did not affect the solution. In the

first test, we benchmarked how kinetic ions are slowed

down by other kinetic ions. A population of kinetic T ions

(tritons) was initialized with a velocity b¼ 10�4, normal-

ized against the speed of light in vacuum, and no initial

spread in energy. The background particles were made of

kinetic D ions (deuterons) with initial temperature

TD¼ 100 eV and density nD ¼ 1021 cm�3. Figure 10(a)

presents the results of this test case. The early time solu-

tion is in excellent agreement with Eq. (A2), while it

departs from it at later times, when diffusion cannot be

neglected. Three curves are presented with N¼ 20 000,

40 000, and 160 000.

Although the number of particles per cell used for these

tests is larger than the one used in the shock simulations pre-

sented in Sec. II, the particle statistics of Sec. II is good: no

significant differences were observed when the simulations

were run with 10 000 (as opposed to 2500) particles/cell.

There may be several reasons for this, including the fact that

by the time the solutions reached a nearly steady state, the

shocks had travelled for many cells (on the order of a hun-

dred), thus lowering statistical fluctuations behind the shock

front significantly.

For the second test, we examine the slowing down of ki-

netic ions due to fluid electrons. The normalized velocity of

the beam of T ions was b¼ 10�2 (with no spread in energy).

The fluid electrons were initialized with Te¼ 10 eV and

ne¼ 1021 cm�3. The results are shown in Fig. 10(b). There

was little dependence of the results on the choice of the parti-

cle number, hence in the figure only the case N¼ 1000 is

shown.

These test cases exhaust all the possible scenarios for

the slowing down of ions in a collisional shock. Indeed, in

this case the ions are expected to be slowed down mostly by

electrons in the thermal pedestal ahead of the shock, pro-

vided that enough electron thermal conduction is allowed by

the value of the flux limiter. At the shock front, instead, ion-

ion collisions are the dominant mechanism for losing

directed kinetic energy into thermal energy.18

APPENDIX B: GENERALIZATION OF FUSION
REACTIVITY TO DIFFERENT ION TEMPERATURES

In this Appendix we present a simple formula that gen-

eralizes the fusion reactivity to the case of two Maxwellian

ion populations with different temperatures. This is an inde-

pendent, and alternative, derivation from the one given by

Brysk.25 A related problem, which was focused on under-

standing the distribution of the fusion products, was covered

in Ref. 32.

In order to study this problem, we start by assuming that

species i has a Maxwellian velocity distribution function

given by

fiðvÞ ¼
mi

2pkBTi

� �3=2

exp �mijvj2

2kBTi

 !
:

The standard fusion reactivity formula can be written as

FIG. 9. Thermalization tests with

(a) C6þ, C6þ kinetic ions and (b) D, T,

e– kinetic ions and fluid electrons. Two

particle-in-cell solutions are plotted in

each panel, for two different choices of

the number of particles/species

(N¼ 5000 and N¼ 20 000). Little dif-

ference is observed for these two

choices.
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hrvi ¼
ð

d3v1d3v2 rðjv1 � v2jÞjv1 � v2jf1ðv1Þf2ðv2Þ: (B1)

Since the cross section r depends on the relative velocity

between the two ion species, we want to find a transforma-

tion of variables that leads to the integration over v1 � v2.

Usually, the ion velocities are written as the sum of the cen-

ter of mass velocity and a term proportional to the relative

velocity.27 Here we will show that a more convenient linear

combination exists, for the case of our interest.

We start by writing the following, general change of

variables from v1 and v2 to va and vb:

v1 ¼ a1va þ b1vb; (B2)

v2 ¼ a2va þ b2vb: (B3)

Using this transformation, the exponential resulting from the

product f1ðv1Þf2ðv2Þ is given by

exp � 1

2

m1v2
1

kBT1

� 1

2

m2v2
2

kBT2

� �
¼ exp �v2

a

m1a2
1

2kBT1

þ m2a2
2

2kBT2

� �
;

�
(B4)

�v2
b

m1b2
1

2kBT1

þ m2b2
2

2kBT2

� �
� vavb

m1a1b1

kBT1

þ m2a2b2

kBT2

� �#
: (B5)

At this point, the coefficients a1,2 and b1,2 can be chosen

so that the last term in the previous equation is equal to zero.

Since this is the only constraint in the transformation of vari-

ables given above, there are still three degrees of freedom in

choosing the values of the coefficients. Our choice is to

impose a1¼ a2¼ b1¼ 1 and the value of b2 must instead sat-

isfy the condition b2 ¼ �ðm1T2Þ=ðm2T1Þ: After solving the

system of Eqs. (B2) and (B3) with the coefficients given

above, it is then straightforward to find that the variables va

and vb are given by

va ¼
m1T2v1 þ m2T1v2

m1T2 þ m2T1

; (B6)

vb ¼
m2T1

m1T2 þ m2T1

ðv1 � v2Þ : (B7)

The value va above is a weighted center-of-mass veloc-

ity. The standard expression can be recovered in the limit of

equal temperatures. Similarly, the quantity vb is proportional

to the relative velocity of the two ion species, as desired. In

the same limit of equal temperatures, one recovers the usual

coefficient in front of ðv1 � v2Þ.
The fusion reactivity can now be written as

hrvi ¼ m1

2pkBT1

� �3=2 m2

2pkBT2

� �3=2ð
d3v1d3v2rðjv1 � v2jÞ

(B8)

jv1 � v2jexp � v2
a

2

m1

kBT1

þ m2

kBT2

� �
� mrjv1 � v2j2

2kBTeff

" #
; (B9)

where we have introduced the reduced mass mr ¼ m1m2=
ðm1 þ m2Þ and we have defined an effective temperature

Teff ¼
m1T2 þ m2T1

m1 þ m2

: (B10)

At this point, the derivation follows the standard proce-

dure. The Jacobian determinant of the transformation

v1 ! va; ðv1 � v2Þ and v2 ! va; ðv1 � v2Þ is equal to 1, so

that the integral in d3v1d3v2 can be simply replaced by an in-

tegral in d3vad3ðv1 � v2Þ. After following the same proce-

dure as in Ref. 27, the final expression for the fusion

reactivity is then

hrvi ¼ 4p
mr

2pkBTeff

� �3=2ð1
0

dvrðvÞv3 exp � mrv2

2kBTeff

� �
;

(B11)

where v ¼ jv1 � v2j. This shows that the reactivity for two

Maxwellian ion distribution functions with different temper-

atures can be readily obtained in the usual fashion, except

that the temperature to be used is the effective temperature

given by Eq. (B10). Equation (B11) is identical to Eq. (B15)

in Ref. 25.
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